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Overview: the EM algorithmOverview: the EM algorithm

The EM algorithm of Dempster, Laird and Rubin (1977) 
is a very general and popular iterative computational 
algorithm to find MLEs from incomplete data.

The EM algorithm is broadly used to statistical analysis 
with missing data, 
because of its stability, flexibility and simplicity.

However, it is often criticized that 
the convergence of the EM algorithm is slow.
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Overview: 画像処理と EM algorithmOverview: 画像処理と EM algorithm

画像処理での問題・・・扱う対象が複数同時に存在

画像中に複数の物体が存在している場合の物体の切り出し

アプローチ・・・
複数対象のモデル化問題
⇒ 確率分布の混合分布の最尤推定問題

Emission and Transmission Tomography
Statistical Modeling: Poisson model
Lange, K. and Carson, R. (1984). Journal of Computer Assisted 
Tomography
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Overview : theε-accelerated EM algorithmOverview : theε-accelerated EM algorithm

Kuroda and Sakakihara (2006) proposed 
the ε-accelerated EM algorithm accelerating 
the convergence of the sequence of EM iterates via the 
vector εalgorithm of Wynn (1961).

Wang, Kuroda, Sakakihara and Geng (2006) provided the 
theoretical results:

The ε-accelerated EM algorithm is guaranteed to 
convergence to the stationary point of the sequence of EM 
iterates
The ε-accelerated EM algorithm accelerates the speed of 
convergence of the EM algorithm.

Kuroda, M. and Sakakihara, M. (2006). Accelerating convergence of the EM 
algorithm using the vector εalgorithm. Comput. Stat. Data Anal.  (in press).

Wang, M., Kuroda, M., Sakakihara, M. and Geng, Z. (2006). Acceleration of 
the EM algorithm using the vector epsilon algorithm. (in review process).

Kuroda, M. and Sakakihara, M. (2006). Accelerating convergence of the EM 
algorithm using the vector εalgorithm. Comput. Stat. Data Anal.  (in press).

Wang, M., Kuroda, M., Sakakihara, M. and Geng, Z. (2006). Acceleration of 
the EM algorithm using the vector epsilon algorithm. (in review process).
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Overview : theε-accelerated EM algorithmOverview : theε-accelerated EM algorithm

Theε-accelerated EM algorithm does not improve the EM 
algorithm in themselves 
but only adding the ε-accelerating process.

Theε-EM algorithm accelerates the convergence of the 
EM sequences and then does not depend on the 
statistical models.

Theε-accelerated EM algorithm is extended to 
the EM algorithm without affecting its stability, flexibility 
and simplicity.
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Theε-accelerated EM algorithmTheε-accelerated EM algorithm
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Key results: Convergence and acceleration of convergenceKey results: Convergence and acceleration of convergence



8

Sequence of theε-accelerated EM algorithmSequence of theε-accelerated EM algorithm

convergence of 
the stationary point of 
the EM sequence
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S(R) program: function of vector epsilon algorithmS(R) program: function of vector epsilon algorithm

It is easy to implement the vector epsilon algorithm by 
S (R) languages!!
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Two-way contingency tables with 
completely and partially classified data: notation
Two-way contingency tables with 
completely and partially classified data: notation
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Two-way contingency tables with 
completely and partially classified data: observed data
Two-way contingency tables with 
completely and partially classified data: observed data

change fix
proportion of missing data

low

high

convergence speed
slow

extremely slow 
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For all data, 
the EM algorithm requires the numbers of iterations 
more than roughly 3-10 times of the ε-accelerated EM algorithm.

The number of iterations with each δThe number of iterations with eachδThe number of iterations with eachδ

δ is a desired accuracy
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Plots of the numbers of iterationsPlots of the numbers of iterations

EM=dash line, ε-accelerated EM =solid line

510δ −= 610δ −=

710δ −= 810δ −=

The EM algorithm increases lineally  the numbers of iterations as the data (a) to (e) 
change, while there are few changes in the numbers of iterations for the ε-accelerated 
EM algorithm and its convergence is significantly faster.




